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v ~ WHAT IS BIG DATA

* Study and application of datasets that are too laree and complex for traditional
data analytics to handle
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(X * predict clinical events.
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. ~ AFFORDABLE DATA GATHERING DEVICES
® Cheap data gathering (
Mobile devices,
Wearable trackers,
) Security cameras, Home
O Sensors) - Data
0O acquisition has increased

0O at double every 40

| //: months

| @) Kuva 1. Internet of Things. Léhde: Huffington Post
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N E H R NEHR facilitates the sharing of a summary care record
from EMRs so as to have a comprehensive longitudinal ~ MOHHOLDINGS

care record for the patient.
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* Sensor data,

(X * Information Security and Data Protection
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ion support systems

(CDSSs

* Adherence, screening and readmission

J. Am. Med. Inform. Assoc., 20 (e2) (2013), pp. e267-e274
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{i} FRAMINGHAM RISK SCORE to predict 10 year ABSOLUTE RISK of CHD EVENT
\ n &Y ST ALBANS & HEMEL HEMPSTEAD NHS TRUST : CARDIOLOGY DEPARTMENT
This risk assessment only applies o assessment for PRIMARY PREVENTION of CHD, in people who do not have evidence of established vascular disease.
/ A m Patients who already have evidence of vascular disease usually have a >20% risk of further events of over 10 years, and require vigorous SECONDARY PREVENTION
Peopie with a Family History of premature vascular disease are at higher risk than predicted; Scuthem Europeans and some Asians may have a lower risk in relation to standard risk factors
STEP 1: Add scores by sex for Age, Total Cholesterol, HDL-Cholesterol, BP, Diabetes and Smoking. (If HDL unknown, assume 1.1 in Males, 1.4 in Females)
(@)
Categorisation of 10 year Risk
of CHD Event
\ [Cowrise [ <1on |
f\ High risk
@)
[ Tomiscom | <2| 4] o] 1] 2]3Tafs]6[7[8]oft0]n]2]3]14]15]16]7
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/ from Wilson PWF, et al  Prediction of coronary heart disease using risk factor categories, Circulation 1988,97:1837-47
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Comparison of the Diamond-Forrester method and Duke Clinical Score to predict obstructive
coronary artery disease by computed tomographic angiography.

Wasfy MM1, Brady TJ, Abbara S, Nasir K, Ghoshhajra BB, Truong QA, Hoffmann U, Di Carli MF, Blankstein R.

@ Author information

Abstract

We sought to evaluate the ability of the Diamond and Forrester method (DFM) and the Duke Clinical Score (DCS) to predict obstructive
coronary artery disease (CAD) on coronary computed tomographic angiography (CCTA) and the effect of these different risk scores on
the appropriateness level using the 2010 Appropriate Use Criteria. Consecutive symptomatic patients who underwent CCTA for
evaluation of CAD (n = 114) were classified as having a low, intermediate, or high pretest probability using the DFM and DCS. Using the
Appropriate Use Criteria, the indications for CCTA were classified according to the pretest probability and previous testing. The CCTA
results were classified as revealing obstructive (270% stenosis), nonobstructive (<70%), or no CAD. When the patients' risk was
classified using the DFM, 18% were low, 65% intermediate, and 17% high risk. When using the DCS, 53% of patients had a
reclassification of their risk, most of whom changed from intermediate to either low or high risk (50% low, 19% intermediate, 35% high
risk). The net reclassification improvement for the prediction of obstructive CAD was 51% (p = 0.01). Of the 37 patients who were
reclassified as low risk, 36 (97%) lacked obstructive CAD. Appropriateness for CCTA was reclassified for 13% of patients when using the
DCS instead of the DFM, and the number of appropriate examinations was significantly fewer (68% vs 55%, p <0.001). In conclusion,
reclassification of risk using the DCS instead of the DFM resulted in improved prediction of obstructive CAD on CCTA, especially in low-
risk patients. More patients were categorized as having a high pretest probability of CAD, resulting in reclassification of their examination
indications as uncertain or inappropriate. These results identify the need for improved pretest risk scores for noninvasive tests such as
CCTA and suggest that the method of risk assessment could have important implications for patient selection and quality assurance
programs.
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Pooled Cohort Risk Assessment
Equations

Predicts 10-year risk for a first atherosclerotic
cardiovascular disease (ASCVD) event

& ClinCalc.com » Cardiology » Pooled Cohort 10-Year ASCVD Risk Assessment Equations

Risk Factors for ASCVD
Gender Male Female Systolic BP mmHg
Age years Receiving treatment for high
blood pressure No Yes
(if SBP > 120 mmHg)
Race White or other -~
Diabetes No Yes
mg/dL Smoker No Yes

Total Cholesterol

HDL Cholesterol mg/dL

= US units
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Cardiovascular Risk Factors
JNC 7

Major Risk Factors
Hypertension*

Age (>55 years, —, >65 years, 1))
Diabetes melltus®

1LDL/total cholesterol, or JHDL®
Estimated GFR <60 mL/min

Family history of premature CVD
(<55 years, -, <65 years, ")

Microalbuminuria (UAE=30-300 mg/d)
Obesity* (BMI 230 kg/m~)

Physical inactivity

Tobacco usage

Target-Organ Damage
Heart
LVH
Angina/prior Mi
Prior coronary revascuiarization
Heart failure
Brain
Stroke or transient ischemic attack
CKD
Peripheral arterial disease
Retinopathy
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Data Availability Statement While our data does
not contain any personal sensitive identifiers, it's
deemed as sensitive as it contains sufficient clinical
information about patients such as dates of clinical
events for there to be a potential risk of patient re-
identification. This restriction has been imposed by
the data owner (CPRD/MHRA) and the data
sharing agreements between UCL and the CPRD/
MHRA. Access to data may be requested via the
Clinical Practice Research Datalink (CPRD) and
applying to the GPRD's Independent Scientific

RESEARCH ARTICLE

Machine learning models in electronic health
records can outperform conventional survival
models for predicting patient mortality in
coronary artery disease

Andrew J. Steele’ *, Spiros C. Denaxas?, Anoop D. Shah??, Harry Hemingway?, Nicholas
M. Luscombe*®

1 The Francis Crick Institute, London, United Kingdom, 2 Farr Institute of Health Informatics Research,
Institute of Health Informatics, University College London, London, United Kingdom, 3 University College
London Hospitals NHS Foundation Trust, London, United Kingdom, 4 UCL Genetics Institute, Department of
Genetics Evolution and Environment, University College London, London, United Kingdom, 5 Okinawa
Institute of Science & Technology Graduate University, Okinawa, Japan

* statto+plosone @andrewsteele.co.uk

Abstract

Prognostic modelling is important in clinical practice and epidemiology for patient manage-
mentand research. Electronic health records (EHR) provide large quantities of data for such
models, but conventional epidemiological approaches require significant researcher time to
implement. Expert selection of variables, fine-tuning of variable transformations and interac-
tions, and imputing missing values are time-consuming and could bias subsequent analysis,
particularly given that missingness in EHR is both high, and may carry meaning. Using a
cohort of 80,000 patients from the CALIBER programme, we compared traditional modelling
and machine-learning approaches in EHR. First, we used Cox models and random survival
forests with and without imputation on 27 expert-selected, preprocessed variables to

predict all-cause mortality. We then used Cox models, random forests and elastic net
regression on an extended dataset with 586 variables to build prognostic models and iden-
tify novel prognostic factors without prior expert input. We observed that data-driven models
used on an extended dataset can outperform conventional models for prognosis, without
data preprocessing or imputing missing values. An elastic net Cox regression based with
586 unimputed variables with continuous values discretised achieved a C-index of 0.801
(bootstrapped 95% Cl 0.799 to 0.802), compared to 0.793 (0.791 to 0.794) for a traditional
Cox model comprising 27 expert-selected variables with imputation for missing values. We
also found that data-driven models allow identification of novel prognostic variables; that the
absence of values for particular variables carries meaning, and can have significant implica-
tions for prognosis; and that variables often have a nonlinear association with mortality,
which discretised Cox models and random forests can elucidate. This demonstrates that
machine-learning approaches applied to raw EHR data can be used to build models for use
in research and clinical practice, and identify novel predictive variables and their effects to
inform future research.
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“WAFARIN DOSING

Research Article
Revisiting Warfarin Dosing Using Machine Learning Techniques

* Improves safety
® Training

* CDSS

Ashkan Sharabiani," Adam Bress,” Elnaz Douzali,' and Houshang Darabi’

'Department of Mechanical and Industrial Engineering, University of lllinois at Chicago, Room 4209, SEL West Building,
950 South Halsted Street, Chicago, IL 60607, USA
*Department of Pharmacotherapy, University of Utah, 30 South 2000 East, Room 4929, Salt Lake City, UT 84112, USA
*Department of Mechanical and Industrial Engineering, University of lllinois at Chicago, Room 2055, ERF Building
842 W Taylor Street, Chicago, IL 60607, USA

Correspondence should be addressed to Houshang Darabi; hdarabi@uic.edu
Received 13 February 2015; Revised 11 May 2015; Accepted 21 May 2015
Academic Editor: Chuangyin Dang

Copyright © 2015 Ashkan Sharabiani et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

Determining the appropriate dosage of warfarin is an important yet challenging task. Several prediction models have been proposed
to estimate a therapeutic dose for patients. The models are either clinical models which contain clinical and demographic variables
or pharmacogenetic models which additionally contain the genetic variables. In this paper, a new methodology for warfarin dosing
is proposed. The patients are initially classified into two classes. The first class contains patients who require doses of >30 mg/wk
and the second class contains patients who require doses of <30 mg/wk. This phase is performed using relevance vector machines.
In the second phase, the optimal dose for each patient is predicted by two clinical regression models that are customized for each
class of patients. The prediction accuracy of the model was 11.6 in terms of root mean squared error (RMSE) and 8.4 in terms of
mean absolute error (MAE). This was 15% and 5% lower than IWPC and Gage models (which are the most widely used models in
practice), respectively, in terms of RMSE. In addition, the proposed model was compared with fixed-dose approach of 35 mg/wk,
and the model proposed by Sharabiani et al. and its outperformance were proved in terms of both MAE and RMSE.
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Can machine-learning improve cardiovascular
risk prediction using routine clinical data?
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* stephen.weng @ nottingham.ac.uk

Abstract

Background

Current approaches to predict cardiovascular risk fail to identify many people who would
benefit from preventive treatment, while others receive unnecessary intervention. Machine-
learing offers opportunity to improve accuracy by exploiting complex interactions between
risk factors. We assessed whether machine-leaming can improve cardiovascular risk
prediction.

Methods

Prospective cohort study using routine clinical data of 378,256 patients from UK family prac-
tices, free from cardiovascular disease at outset. Four machine-learning algorithms (random
forest, logistic regression, gradient boosting machines, neural networks) were compared to
an established algorithm (American College of Cardiology guidelines) to predict first cardio-
vascular event over 10-years. Predictive accuracy was assessed by area under the ‘receiver
operating curve’ (AUC); and sensitivity, specificity, positive predictive value (PPV), negative
predictive value (NPV) to predict 7.5% cardiovascular risk (threshold for initiating statins).

Findings

24,970 incident cardiovascular events (6.6%) occurred. Compared to the established risk
prediction algorithm (AUC 0.728, 95% Cl 0.723-0.735), machine-learning algorithms
improved prediction: random forest +1.7% (AUC 0.745, 95% CI 0.739-0.750), logistic
regression +3.2% (AUC 0.760, 95% CI 0.755-0.766), gradient boosting +3.3% (AUC 0.761,
95% CI 0.755-0.766), neural networks +3.6% (AUC 0.764, 95% CI 0.759-0.769). The high-
est achieving (neural networks) algorithm predicted 4,998/7,404 cases (sensitivity 67.5%,
PPV 18.4%) and 53,458/75,585 non-cases (specificity 70.7%, NPV 95.7%), correctly pre-
dicting 355 (+7.6%) more patients who developed cardiovascular disease compared to the
established algorithm.

BIG DATA COMPARED
TO ESTABLISHED
ALGORITHMS
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Abstract

Background

Current approaches to predict cardiovascular risk fail to identify many people who would
benefit from preventive treatment, while others receive unnecessary intervention. Machine-
learning offers opportunity to improve accuracy by exploiting complex interactions between
risk factors. We assessed whether machine-learming can improve cardiovascular risk
prediction.

Methods

Prospective cohort study using routine clinical data of 378,256 patients from UK family prac-
tices, free from cardiovascular disease at outset. Four machine-learning algorithms (random
forest, logistic regression, gradient boosting machines, neural networks) were compared to
an established algorithm (American College of Cardiology guidelines) to predict first cardio-
vascular event over 10-years. Predictive accuracy was assessed by area under the ‘receiver
operating curve’ (AUC); and sensitivity, specificity, positive predictive value (PPV), negative
predictive value (NPV) to predict 7.5% cardiovascular risk (threshold for initiating statins).

Findings

24,970 incident cardiovascular events (6.6%) occurred. Compared to the established risk
prediction algorithm (AUC 0.728, 95% C| 0.723—-0.735), machine-learning algorithms
improved prediction: random forest +1.7% (AUC 0.745, 95% Cl 0.739-0.750), logistic
regression +3.2% (AUC 0.760, 95% Cl 0.755-0.766), gradient boosting +3.3% (AUC 0.761,
95% CI 0.755-0.766), neural networks +3.6% (AUC 0.764, 95% CI 0.759-0.769). The high-
est achieving (neural networks) algorithm predicted 4,998/7,404 cases (sensitivity 67.5%,
PPV 18.4%) and 53,458/75,585 non-cases (specificity 70.7%, NPV 95.7%), correctly pre-
dicting 355 (+7.6%) more patients who developed cardiovascular disease compared to the
established algorithm.
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Apple Watch's heart rate sensors
alert man to undiagnosed atrial fibrillation

Roger Fingas

An Apple Watch owner in England was recently rescued by a watchOS alert that his heart rate
had suddenly spiked, even though he otherwise felt fine.
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A Calcium Score of Zero has a High Negative Predictive Value for Excluding Severe
Coronary Artery Stenosis in Symptomatic Patients in an Asian Population

DUKEBENUS

GRADUATE MEDICAL SCHOOL

Introduction

Coronary Artery Calcium (CAC) scoring may have
potential as a gatekeeper to further testing with
Coronary Computed Tomography Angiography
(CCTA) or other tests in patients presenting with
chest pain and suspected Coronary Artery Disease
(CAD). Apart from a substudy of the CONFIRM
Registry, other studies evaluating CAC for this role
had limited sample sizes with conflicting results.
Moreover, none of these studies were performed in
an Asian population. The aim of our study was to
assess the Negative Predictive Value (NPV) of
CAC scoring for CAD as defined by CCTA in a
large symptomatic Asian population.

Coronary Artery Calcification

Coronary artery calcification has been extensively
studied and is one of the strongest predictors of
future coronary events and mortality. The
advantages of CAC are that it is relatively low cost
and efficient, involves low radiation doses, requires
a lower level of expertise to interpret and does not
require the administration of intravenous contrast.

Figure 1. A patient with coronary calcification in the
left anterior descending artery. Such patients have
been shown to be at risk from coronary events.

TAY YL', CHUA SJ2 , ALLEN JC', THANJU A.1, TAN SY2
Duke-NUS Graduate Medical School 2National Heart Centre, Singapore

Methods

This was a single-center, observational study of all patients
referred to our institution for CCTA from March 2007 to
September 2012. All patients underwent CAC prior to
CCTA on either a 64-Slice or 320-Slice CT using a
standard protocol. CAC scores were interpreted using a
dedicated work station via the Agatston Schema. Patients
with no symptoms, prior infarct, known significant CAD,
previous revascularization or uninterpretable scans were
excluded from the study. Pre-test risk for severe CAD was
calculated for patients presenting with chest pain using the
Duke Clinical Score. 95% Confidence Intervals (Cl) were
calculated using the Clopper-Peason Exact method.

Results

55.7 + 10.9
256+ 4.3

715 (58.3%)
512 (41.7%)

Mean Age

Mean BMI

Male

Female
Symptoms
Chest Pain

Dyspnea

Others

968 (78.9%)
173 (14.1%)
86 (7.0%)

Current Smoker
Hypertension
Dyslipidemia

Diabetes Mellitus

FHx of premature CAD

126 (10.7%)
617 (50.3%)
853 (69.5%)
198 (16.1%)
236 (19.2%)

96.4
[91.0-99.0]

46.8 99.2 151
[43.9-49.8] [98.1-99.8] [12.6-18.0]

96.1
[93.5-97.7]

57.8 97.5 46.3
[54.4-61.0] [95.8-98.7] [42.5-50.1]

National Heart

Centre Singapore
SingHealth

Author Disclosures:
Chua SJ - National PI for ALTITUDE Study & TRILOGY Trial
All Others — No Disclosures

929
[76.5-99.1]

15.5
[8.0-26.0]

84.6 30.2
[54.6-98.1] [20.8-41.1]

High
(n=96)

100.0
[90.5-100.0]

38.1
[33.2-43.1]

100.0 13.3
[97.5-100.0] [9.5-17.9]

Intermed

(n=415)

94.7
[74.0-99.9]

67.1
[62.4-71.5]

99.7 1.3
[98.1-100.0] [6.8-17.3]

Low
(n=461)

Of 1227 symptomatic patients who underwent CAC scoring
and CCTA, 527 patients had a CAC score of zero. Four of
527 patients (0.8%) had severe stenosis (270% stenosis)
while 13 of 527 patients (2.5%) had moderate to severe
stenosis (250% stenosis) on CCTA. The NPV of CAC score
of zero for excluding 270% stenosis was 99.2% and for
excluding 250% stenosis was 97.5%. The NPV of CAC
score of zero for excluding 270% stenosis in chest pain
patients with high, intermediate and low risk for severe CAD
were 84.6%, 100% and 99.7% respectively. The NPV for
excluding 250% stenosis were 76.9% [46.2-95.0], 96.0%
[91.4-98.5] and 99.0% [97.0-99.8].

Conclusion

In a symptomatic Asian population referred for CCTA, a
CAC of zero had a high NPV for excluding severe coronary
artery stenosis in patients with an intermediate to low
probability of CAD, thus may have potential as a
gatekeeper for further testing in this population. In patients
with high pretest likelihood of CAD, CAC of zero does not
reliably exclude significant CAD.
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